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Preface

This preface includes the following sections:

Audience, page ix

Document Conventions, page ix

Related Documentation, page xi

Documentation Feedback, page xi
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C H A P T E R  4
Recovering Cisco APIC Passwords and
Accessing Special Logins

This chapter explains how to recover your Cisco



at any time accepts your changes.]

< rhgb quiet selinux=0 audit=1 aci-admin-passwd-reset

Step 9 Press Enter to save the file.
Step 10 Press b to boot the APIC.

To cancel the password reset operation and return to the default boot parameters, pressEsc andEnter.Note

Step 11 The APIC boots and



https://ifav41-ifc1/api/aaaLogin.xml
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Recovering Cisco APIC Passwords and Accessing Special Logins



C H A P T E R  5
Cisco APIC Troubleshooting Operations

This chapter explains how to perform the basic troubleshooting operations and contains the following sections:

Shutting Down the APIC System, page 15

Shutting Down the APIC Controller Using the GUI, page 16

Using the APIC ndU
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GUI,page16ControlsingtheUsingtheGUI,page





1 In the menu bar, click System.

2 In the submenu bar, click Controllers.



















"ownerTag":"",
"status":"",
"uid":"15374"

}}}]}













Enabling and Viewing Digital Optical Monitoring Statistics
Real-time digital optical monitoring (DOM) data is collected from SFPs, SFP+, and XFPs periodically and
compared with warning and alarm threshold table values. The DOM data collected are transceiver transmit
bias current, transceiver transmit power, transceiver receive power, and transceiver power supply voltage.

Enabling Digital Optical Monitoring Using the GUI









Filtering by Health Score
You can filter health scores using the following tools:

Health Scroll Bar You can use the health scroll bar to dictate which objects are visible; lowering the
score allows you to see only objects with a degraded health score.

Displaying Degraded Health Scores To display only the degraded health scores, click the Gear icon
and choose Show only degraded health score.

Viewing Tenant Health
To vie application health, click T enants > tenant-name in the menu bar , then click the tenant name in the Navigation The displays summary the applications and icatd GeaM inc ys an anὗ heF nc y na c an

KnU e. ҇M U ary
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http://www.cisco.com/c/en/us/td/docs/switches/datacenter/aci/apic/sw/1-x/mib/list/mib-support.html
http://www.cisco.com/c/en/us/td/docs/switches/datacenter/aci/apic/sw/1-x/mib/list/mib-support.html




b) From the SNMP Policy drop-down list, choose the SNMP policy that you configured and click Submit.

Step 12 Under Pod Policies, expand Profiles and click default.
Step 13 In theWork





https://tools.ietf.org/html/draft-foschiano-erspan-00


Configuring a SPAN Session
This procedure shows how to configure a SPAN policy to forward replicated source packets to a remote traffic
analyzer.

Step 1 In the menu bar, click Tenants.
Step 2 In the submenu bar, click the tenant that contains the source endpoint.
Step 3 In the Navigation pane, expand







PurposeCommand

Sets the debug logging level.debug platform internal stats logging level
log_level

Sets the debug logging type.debug platform internal stats logging
{err|trace|flow}

Managing Statistics Thresholds Using the GUI

Step 1 On the menu bar, choose Fabric > Fabric Policies.
Step 2 In the Navigation pane, click







APIC The APIC cleans up objects including interfaces, EPGs, temperature sensors, and health statistics
after one hour.

Specifying Syslog Sources and Destinations
This section explains how to create syslog destination groups, a syslog source, andѯ sso ti aѯ

http://www.cisco.com/c/en/us/td/docs/switches/datacenter/aci/apic/sw/1-x/syslog/guide/aci_syslog/ACI_SysMsg.html
http://www.cisco.com/c/en/us/td/docs/switches/datacenter/aci/apic/sw/1-x/syslog/guide/aci_syslog/ACI_SysMsg.html










i) Click Submit to launch the traceroute.

Step 6 In the Navigation pane or the Traceroute











From the Scheduler pull-downmenu, select either an existing schedule or create a new one by



Supply the credentials (User Name and Password) of the server in the Authentication Required window.
The troubleshooting report is then downloaded locally to your system.

The ALL REPORTS window













By default, counters with zero values are hidden but the user can choose to see all the
values.

Note

You can also view all of the statistics for all managed objects at









Each one of the blue table heading rows (shown above) indicates a filter. There are multiple rows under each
filter that indicate multiple filter�IÀL5000O�W�H�R 0 0 1 26R.97 293.9R 0 0 1 23�IÜ.0000O�W�H�/000U�I-L�O�W�H�$�F1 233.07 293.9�I�89.0�H�D�F�93.9�Iu 1600F�D�W�D







If you select the All icon ( ) for theAll Changes screen, you can see all





This protocol is uni-directional, in that it does a traceroute from the Source leaf to the Destination
endpoint only.

tcp
This protocol is also bi-directional, as described above for the udp protocol.

udp
This protocol is bi-directional, in that it does a traceroute from thethe





Related Topics

Using the Atomic Counter Troubleshooting Screen, on page 79

Using the Atomic Counter Troubleshooting Screen
Click



The results are shown in two different formats. You can view them in either a brief



Using the SPAN Troubleshooting Screen
Click SPAN in the left navigation pane (shown as follows) to begin using the SPAN troubleshooting screen.

Using this screen, you can span (or mirror) bi-directional traffic and redirect it to the analyzer. In a SPAN
session, you are making a copy and sending it to the analyzer.

This copy goes to a particular host (the analyzer IP address) and then you can use



When you press the Play button, the polices are created on the system. When you press the Stop button,
sytton,cr ḳ cr creŷ on ŷ ᴀ en en yo ᴀ ᴀ , ᴀ ᴀ



















deletesession API
To delete a particular troubleshooting session using the API, use the deletesession API. The
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Syntax Description D³O A ³( )

S ³ n- s

D³ ³ n- d

S ³ IP a- s

D³ ³ IP a- d

S ³ MA- ¯ ³

D³ ³ MA- d

L3 ³ s IP a- s

L3 ³ d³ IP a- dP

S t o t t s- s t

En t o t t s- ³

Ti w f t t s s if
s t (

P

-sn ( q

-

sn-

sn

-

sn-





???- analyser

Destination type- desttype

Span source ports- spansrcports

generatereport API
To generate a troubleshooting report using the API, use the generatereport API. The module name is
tlr M

d PI DΡ the raterAPI) ot







There are no optional arguments (opt_args) for the getreportslist API.Note

getsessionslist API
To get a list of troubleshooting sessions using the API, use the getsessionslist API.















Inspect the contracts under each EPG to make sure they allow the traffic that should flow between



Inspecting the Tunnel Interface Status
This procedure shows how to inspect the operational status of the tunnel interface.

Step 1 In the menu bar, click Fabric.
Step 2 In the sub mR . eratihe lickIIv
Ste3 2 In the



   Cisco APIC Troubleshooting Guide
110

Troubleshooting Steps for Endpoint Connectivity Problems





Example:
spine1# ls /mit/sys/bgp/inst/dom-apple/af-ipv4-ucast/
ctrl-l2vpn-evpn ctrl-vpnv4-ucast hostleak summary

Step 2 Verify that the config-MO has been successfully processed by BGP, by entering a command such as the



Shared RD: 192.41.1.5:4123 (L3VNI 2097154)
Paths: (1 available, best #1)
Flags: (0x00010a 00000000) on xmit-list, is not in rib/evpn
Multipath: eBGP iBGP

Advertised path-id 1
Path type: local 0x4000008c 0x0 ref 0, path is valid, is best path
AS-Path: NONE, path locally originated
EVPN network: [5]:[0]:[0]:[16]:[10.6.0.0]:[0.0.0.0] (VRF apple)

10.10.41.2 (metric 0) from 0.0.0.0 (192.41.1.5)
Origin IGP, MED not set, localpref 100, weight 32768
Received

ľ

k: 5412.547ØØØO

1AdvertisedShPN





C H A P T E R  9
Performing a Rebuild of the Fabric

This chapter explains how to rebuild your fabric.



No Java issues

Step 1 If you would like to retain your current configuration, you can perform a configuration export using the following
procedure: http://www.cisco.com/c/en/us/td/docs/

http://www.cisco.com/c/en/us/td/docs/switches/datacenter/aci/apic/sw/kb/b_KB_Using_Import_Export_to_Recover_Config_States.html
http://www.cisco.com/c/en/us/td/docs/switches/datacenter/aci/apic/sw/kb/b_KB_Using_Import_Export_to_Recover_Config_States.html
http://www.cisco.com/c/en/us/td/docs/switches/datacenter/aci/apic/sw/1-x/getting-started/b_APIC_Getting_Started_Guide/b_APIC_Getting_Started_Guide_chapter_01.html#concept_F46E2193E3134CD090B65B16038D11A9
http://www.cisco.com/c/en/us/td/docs/switches/datacenter/aci/apic/sw/1-x/getting-started/b_APIC_Getting_Started_Guide/b_APIC_Getting_Started_Guide_chapter_01.html#concept_F46E2193E3134CD090B65B16038D11A9
http://www.cisco.com/c/en/us/td/docs/switches/datacenter/aci/apic/sw/1-x/getting-started/b_APIC_Getting_Started_Guide/b_APIC_Getting_Started_Guide_chapter_01.html#concept_F46E2193E3134CD090B65B16038D11A9
http://www.cisco.com/c/en/us/td/docs/switches/datacenter/aci/apic/sw/kb/b_KB_Using_Import_Export_to_Recover_Config_States.html
http://www.cisco.com/c/en/us/td/docs/switches/datacenter/aci/apic/sw/kb/b_KB_Using_Import_Export_to_Recover_Config_States.html


C H A P T E R  10
Verifying IP-Based EPG Configurations

There are two types of endpoint groups (EPGs) that you can create: application EPGs and IP-based EPGs.
IP-based EPGs differ from regular application EPGs in that











Once the configuration is there, when the packets arrive, the switch uses these objects to classify them.
Step 8 Verify that the pcTags for all the endpoints and IP addresses that you configured



Verifying IP-EPG Configurations Using Switch Commands
This procedure explains how to use switch commands to verify you IP-EPG ("IpCkt") configurations.

Step 1 Log in to the leaf.
Step 2 Navigate to the /mit/sys directory.
Step 3 In the /mit/sys directory, find ctx (vrf context directory)
Step 4 In the VRF cts directory, go to the specific BD







Example:
$LEAF_Address/api/node/mo/topology/pod-1/node-$LEAF_Id/sys/action.xml
<actionLSubj oDn="sys/phys-[eth1/49]">
<l1EthIfSetInServiceLTask



C H A P T E R  12
Determining Why a PIM Interface Was Not
Created

A PIM interface (pim:if) is created for L3Out interfaces (note that L3Out SVI interfaces are not supported),
multicast tunnel interfaces (per VRF), SVI interfaces





C H A P T E R  13
Confirming the Port Security Installation

This chapter explains how to confirm the port security installation in the APIC and leaf switch using Visore
and how to confirm port security has been programmed in the hardware using the Cisco NX-OS-style CLI.
For information about configuring port security, see the Cisco Port Security document.

This chapter contains the following sections:

Confirming Your Port Security
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Confirming the Port Security Installation
Confirming Your Hardware Port Security Installation Using the Cisco NX-OS CLI









Determining the Supported SSL Ciphers Using the CLI
Before You Begin

This section describes how to use the CLI to determine which SSL ciphers are supported.

Step 1 Get the supported ciphers in your openssl environment, shown as follows:

Example:
openssl ciphers 'ALL:eNULL'

Step 2 Separate the ciphers using sed or some other tool, shownfollows:

Example:

opensslciphers'ALL:eNULL'| sed- 's/ \ g Step32L o theciphersa p the



C H A P T E R  16
Removing Unwanted _ui_ Objects

Changes made through the APIC Basic GU ΄ as s ethea hh eGa Changesmadema= h; ade.6554 T54 F00&�K�N71 302.78S3.498 496.654 E00K�KG072�D\01700K�H\H



Perform the POST tp the







FunctionOption

Displays the data layer state for a service on
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acidiag Command







DETAILED STEPS





</fileRemt m
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A P P E N D I X  C
Finding the Switch Inventory

Knowing your switch model and serial numbers can help TAC support with troubleshooting your fabric.
This section explains how to find the switch model and serial numbers using the Cisco APIC GUI, CLI, and
REST API.

Finding Your Switch Inventory Using the GUI, page







is not available

====================================================================================

Finding Your Switch Inventory Using the REST API
This section explains how to find your switch model and serial numbers using the REST API

Find your switch
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